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items for the two chief complaints (average Jaccard index of 0.041) demonstrate the need for situation-
specific ranking, reinforcing the scalability challenges of using SME-based ranking and the resulting need 
for automated methods. 

While SME still outperformed the unsupervised methods for medications, the latter approached SME 
performance and showed substantial potential for improvement. The higher MAP of the PMI method on 
medications among patients with both complaints may stem from the fact a higher proportion of the 
medications of such patients is considered relevant (100.0% vs 51.5% for chest pain and 48.2% for back 
pain). This gap hints that clinicians’ relevancy judgement is additive: a medication will be considered 
relevant if it is pertinent to any of the complaints, so additional simultaneous complaints result in a higher 
proportion of relevant items. It also demonstrates the difficulty of SME ranking to handle the vast and 
unexpected variety of clinical situations. 

For problems, the labeling clinicians achieved a lower IRR, (Flight’s kappa of 0.58 vs 0.74 for medications). 
This gap may reflect the higher complexity of problems (compound concepts) compared to medications (an 
enumeration of relatively atomic entities), which may also be related to the lower accuracy of the SME 
ranking. The lower MAP achieved by the SME on problems (53.1-86.4% for problems vs. 92.2-98.2% for 
medications) may reflect the challenge to handle the nuances and complexity of clinical problems, especially 
when asked to provide a universal ruling ahead of time. Inspection of common SME mistakes revealed 
certain diagnoses (such as asthma, etc.) that were missing from their ranking, which was very much oriented 
towards cardiovascular causes of chest pain. This finding demonstrates the limits of manual ranking, 
including the inflexibility and subjectivity. The higher MAP achieved by the unsupervised method for 
problems may signal the ability to better handle this complexity. Data-driven methods may possibly 
overcome such challenges by adapting their knowledge sources to specific clinical situations or perspectives. 

While addressing a similar problem, EHR searches present unique challenges from an IR perspective. 
Unlike web search engines, the scope of documents is predefined to the current patient (search among a 
group of patients is more relevant to the research and secondary EHR use cases and is targeted by systems 
like EMERSE [15]) and is much smaller. Thus, recall cannot be ignored. Unlike users of web search 
engines, there is no commonly accepted length of the result set (e.g. the first page, top 10, etc. [14]), and 
there is no natural limit to the number of items the clinician should review. While the clinicians are expected 
to eventually familiarize themselves with the full patient’s record, clinically reasonable ordering of the 
items might be more helpful to ease the information load than an arbitrary cutoff, emphasizing the need to 
evaluate precision and recall across the full spectrum of values (using MAP) rather than at a specific cutoff. 
EHR search is typically described as an IR task, focusing on answering a specific information need. 
However, insights gained from clinicians during our work hinted that the task might behave more like a 
summarization one, with no (or very vague) particular information need. For example, immunosuppressive 
agents (medications blocking the immune systems used after transplantation) were considered by one 
clinician as relevant even in the absence of a physiological link to the chief complaint, since such high side 
effect medications are important by themselves. Such principles are more similar to the summarization task, 
focusing on the items’ general importance independent of a specific information need(27). Still, the SME 
ranking and the manual labeling revealed a strong complaint specific component underlying the items’ 
relevancy. It is likely that EHR search solutions will involve a mixture of these tasks, with a summarization-
like task for the initial view of the chart (even allowing automation such as ranking the records according to 
the patient’s chief complaint) with IR-like tasks for subsequent user-initiated queries. 

The advantage SMEs had over the unsupervised methods on medications came at a high price: curation of 
the ranking was an expensive and lengthy process and required an additional step of translating the (largely 
informal) SME input to the specific data structures and terminologies used by the institute’s EHR. The 
unsupervised methods, on the other hand, required no training or manual input at all, and use the existing 
patient data as is without any need for terminology mapping. Clinicians and organizations might opt to 
forego a certain level of accuracy to get a cheaper and ready-to-use solution. Moreover, general web search 
engines demonstrated that relevancy logic can be effectively harvested from user’s decision (click-through 
data)(28). However, to maintain an active user base, a search engine must produce satisfactory and well-





 
  

 
 

   
 

    
 

 
   

  
      

 
 

  
    

   
  

 
  

   
 

   
 

 
  

  
 

 
     

 
 

  
     

  
 

 
    

 
 

Progressing to an R01 application: 
Both the successes and the failures of this project point us toward the elements of an R01 application. The 
specific experimental leads to be followed include the following: 

1. Data science questions: Our findings suggest that progress can be made in this research area by 
applying text mining and machine learning to EHRs. A natural follow-up question would be: can 
even more be learned by scaling to Big Data? The scientific premise behind this comes from a 
growing body of work on a variety of social media platforms, much of it from colleagues at the 
University of Pennsylvania and in the mental health domain. 

2. Deep learning questions: Numerous papers have publicized the many recent successes of deep 
learning/neural networks. Our data thus provides us with the opportunity to investigate a topic that 
may be on the verge of being hot: when and why does deep learning in EHRs learning fail? The 
scientific premise here comes from broad literature on reproducibility failures in general, from a 
significant body of literature on reproducibility failures in the computational sciences, and from a 
small but growing body of literature on reproducibility problems in NLP. 

3. Upper-bound questions: Our good inter-rater agreement results for medications suggests that we 
developed a good annotation methodology. Why, then, were the inter-rater agreement results so 
much lower for problems? Why were the machine learning methods better than the SME? There are 
at least two reasonable hypotheses here: (1) the calculation of inter-rater agreement is flawed 
(presumably because of assumptions about calculating the probability of chance agreement in the 
standard formulae), or (2) the task is harder. If it is the case that then task of annotating problems is 
more difficult than the task of annotating medications, why? Being able to answer that question 
could tell us a lot about how to generalize the approach that we are developing for search in EHRs 
beyond back and chest pain to pain in general; beyond pain to other symptomatology; and beyond 
the Emergency Department to other areas of clinical practice. The scientific premise here comes 
from research on inter-rater agreement going back to the early days of wartime propaganda detection 
and continuing up to last year’s MEDINFO conference. 
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