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Structured Abstract  (Max 250 words) 

Purpose:  When building patient-reported outcome measures (PROs) into the electronic health record (EHR), 
health systems, researchers, and clinicians must investigate the optimal methods and impact of collecting and 
sharing PRO and patient contextual data with clinicians and patients in order to have positive effects on clinical  
care, quality of life, and outcomes.  
Scope:  We iteratively designed multiple prototypes of PRO visualizations for NIH PROMIS scores and aimed 
to evaluate patient and clinician preferences, understanding, usability, and response time  for various  PRO 
score presentations.  
Methods:  Using mixed-methods and user-centered design approach, we  included three components: 1)  
qualitative interviews with clinicians treating patients with hip/knee pain and patients to understand current 
perceptions  of PROs and preferences for data presentation; 2) subsequent development of data visualization 
prototypes that attempt to meet clinician and patient preferences; and 3) formal evaluation and iteration of the 
novel visualizations with stakeholders and the general public.  
Results: Novel “smiley-timeline” PRO score visualizations reduced response times for certain interpretations, 
specifically significantly quicker response times than all other line charts for finding a negative extreme and 
explaining how to use the graph. The new visualization resulted in longer response times or higher error rates 
when participants were asked for the steepest rate of change, to estimate numerical score values, and to 
identify a data point beyond a threshold. More traditional line charts with y-axis directions corresponding to 
semantic language resulted in quicker response times and lower error rates than line charts with y-axes that 
used position to encode beneficial change. 

Key Words: patient reported outcome measures, data visualization, user-centered design, electronic health 
record 



 

 
 

    
 

 

  
 

  
  

     
 

 
 

 
 

  
 

 
  

 

 
  

 
  

   
   

  
  

  

 
  

  
   

 
 

 
 

   
 

Purpose. When building patient-reported outcome measures (PROs) into the electronic health record (EHR), 
health systems, researchers, and clinicians must investigate the optimal methods and impact of collecting and 
sharing PRO and patient contextual data with clinicians and patients in order to have positive effects on clinical 
care, quality of life, and outcomes. The purpose of this study was to iteratively design multiple prototypes of 
PRO visualizations for NIH PROMIS scores and evaluate patient and clinician preferences, understanding, 
usability, and response time for various PRO score presentations. 

Scope/background. 
Electronic collection and use of patient reported outcomes measures (PROs) hold promise to improve 
healthcare delivery and response to the individual patient experience. Technical advances have led to the 
adoption and integration of PROs into the electronic medical record to improve responsiveness to patients’ 
changes in health status.1–4 PRO measurement provides objective patient data that can lead to personalized, 
targeted care by identifying patients’ experience of illness and wellness, refining patient selection for 
intervention, and responding to their specific needs to improve quality of life.5 Examples of the effectiveness of 
capturing and acting on PROs are found in cancer care,6–10 orthopedics,4,11–25 and other clinical areas.5 Valid, 
reliable capture of PROs provides important data for person-centered, high-quality, high-value care. 
Greater emphasis on  value in healthcare creates an imperative to be more responsive to both patient 
quality of life and efficient healthcare utilization. The Centers for Medicare and Medicaid Services included 
the collection of PROMIS Global Health scale in its bundled payment program for total joint replacement, which 
will improve our ability to evaluate the quality, value, and outcomes using data that are patient centered.26 

Alternative payment initiatives, such as bundled payment programs, create incentives for hospitals and 
physicians to manage the whole patient to optimize length of stay, reduce readmission rates, and track PROs. 
Graphical display of patient information affects data interpretability, which is key for using such 
information to enhance patient-physician communication and shared decision making.27,28 

Research shows that patients and clinicians may struggle to interpret PROs,27,29,30 which could inhibit their use 
to improve clinical management or shared decision making. For PRO scores to be valuable, users must 
understand what PRO scores and score changes represent. Our survey of NYU physicians (n=46) with current 
access to PRO scores indicates that while 59% agree that PROs can improve quality of care, 39% state that 
PRO score presentation is unclear. Further, about half state that they cannot easily integrate PROs into patient 
interaction, but agree that research supports the use of PROs clinically. If clinicians incorporate PROs into 
conversation during the patient visit, along with clinical factors and the physical exam, patients may become 
more activated and engage in shared decision making for treatment choices.5 Higher preoperative patient 
engagement may be associated with better outcomes,31 as has been shown for total joint arthroplasty.32 

There is limited empirical research guiding how to represent PRO scores graphically, particularly for
NIH PROMIS assessments. Work has been done to refine presentation of patient-facing33 and physician-
facing28 test results and other clinical data,27 as well as PROs for physical function, emotional function, fatigue, 
and pain34 and PROs for cancer quality of life.35 Line graphs, directionality of “higher = better” scores, and 
threshold lines indicating concern about score values appear to be most effective, according to a large study 
focused on an oncology population.34 However, there is little research on presentation of multiple scores or 
adding clinical context. For example, when multiple scores are presented at once, conflicting directionality may 
cause confusion (e.g., when pain score is higher, pain is worse, whereas when physical function is higher, 
function is better). Graphical indicators for different clinical events, and which ones, or score thresholds such 
as meaningful improvement or decline also are understudied within PRO score visualizations. 
PROs allow for patient-centered care by integrating the patient experience into treatment decision-making.5,36 

Further, PROs provide for meaningful symptom monitoring, managing patient expectations for surgical 
recovery, and minimizing clinical variations in care. However, without optimized usability and interpretability, 
PROs will not be integrated effectively into care management. There is strong interest in use of PROs at 
medical centers across the United States, including NYU Langone Health, and this study will improve how we 
systematically inform clinical care with PROs by improving usability and interpretability. 
By developing representations of PRO data in an iterative process, we aimed to identify the most preferred 
data visualization approach(es) for patients and clinicians. 

Our key hypothesis was that by developing representations of PRO data in an iterative process, we would 
identify the most preferred data visualization approach(es) for patients and clinicians. 



 

  
 

   
 

   
 

 
   

  
 

  
    

 
  

 
 

  
 

  
 

 
 

 
 

    
  

  
 

 
 

 
 

 
  

 

We included three populations: 

• Patient subjects with hip or knee pain or hip or knee osteoarthritis, ages 18+, women and men using 
the electronic patient portal at NYU Langone Health in New York City region. 

• Clinician subjects who were practicing orthopedic surgeons, physical and occupational therapists, or 
rheumatologists at NYU Langone Health. 

• General public via Prolific survey platform who may be patients of other health systems 

Justification for study population: Most available work in the field has focused on PRO data for oncology, but 
not for general health PRO assessments, such as pain interference, pain intensity, and physical function. We 
have integrated NIH PROMIS assessments into care in the Departments of Orthopedic Surgery and 
Rheumatology, and our familiarity with that population helped inform this study. There is no control group, 
because there was no specific intervention requiring a control. 

Methods  (Study Design, Data Sources/Collection, Interventions, Measures, Limitations).  
This study was conducted in three phases: qualitative interviews regarding current PRO visualizations at NYU 
Langone Health and via Epic EHR, integration of qualitative findings to develop data visualization prototypes 
and interview key stakeholders about prototypes, and create revised prototypes and test alongside current 
visualizations. Our review of related work highlighted key areas that may contribute to confusion and 
misinterpretation of current PROMIS score visualizations. 

Phase 1  Approach. To examine these potential gaps further, we conducted interviews with clinicians and 
patients at NYU Langone Health system in which we showed them a series of PROMIS score visualizations, 
one for function (physical function) and one for symptoms (pain severity), and asked them to think aloud while 
they interpreted the fictional patients’ data. In total, we interviewed 7 clinicians and 5 patients and recorded 
their verbal thought processes as they interpreted 6 different PROMIS score graphs, all visualized in the same 
way. First, clinicians and patients were given a brief overview of PRO scores and their potential uses. Then 
they were shown 5 sets of graphs with scores for PROMIS Pain Severity and Physical Function in which the y-
axes both started at 0 and increased to 100, and 1 set of graphs in which the Pain Severity y-axis was 100 at 
the origin and increased to 0 at the top of the chart (see Figure 1b for comparison). For all interviews, clinicians 
were shown current Epic-designed line charts that were not implemented in the NYU Langone Health system 
(see Figure 1, right), while the patients were asked to interpret simpler line charts as represented currently in 
the patient portal (see Figure 1, left), and then shown the clinician-facing EHR-designed line charts and asked 
for their preference. Clinicians and patients were asked whether they found anything confusing in the charts 
shown, if there was any other information they would like to see included in the charts, if they would prefer to 
view PRO scores in two side-by-side graphs or together in one graph, and how important they thought it was to 
show the date of medical interventions or procedures on the charts. 

Figure 1.
Left: An example of the charts shown to interviewed patients representing the current portal 
visualization. 
Right: An example of the charts shown to interviewed clinicians and to patients following the current
portal representation. 



 
 

 

 
 

  
  

 
 

 
 

  

   

These interviews ranged from 20 to 39 minutes and were conducted by a minimum of two researchers over a 
video call with the interviewee. The various stimuli were shown to interviewees via screen share of a slide deck 
that the interviewers controlled. All interviews were recorded, transcribed, and then qualitatively coded by a 
third researcher. 

Figure 1b. An example of the comparative charts shown to interviewed patients, representing the 
inverse Y-axis on the left and the current visualization of the patient portal on the right. These formats 
were displayed separately to explore if the inverse Y-axis overcame any confusion in the current
visualization. 

Phase 1 Results.  
Across both patient and clinician interviews, the most commonly expressed confusion revolved around the 
direction of the y-axes for the paired graphs. When the y-axes of both charts started at 0 and increased to 100, 
interviewees were confused by “up” indicating both a positive change in Physical Function (function) and a 
negative change in Pain Severity (symptom). When the Pain Severity y-axis was flipped whereby it started at 
100 and increased to 0, thus making “up” indicate a beneficial change simultaneously in Pain Severity and 
Physical Function, interviewees were confused by the semantic mismatch of an “upward” increase in pain 
indicating pain improvement. Additionally, patients reported confusion with the numerical scoring of the 
PROMIS measures, asking instead for a y-axis that was ordinal (e.g., Bad, Fair, Good). Across all interviews, 



 
  

 

  
   

  
 

   

 
 

 
  

 
  

  
 

     
 

  
 

 
 

  
 

and in logical accordance with the expressed confusion, interviewees expressed a strong preference for doubly 
encoding Pain Severity and Physical Function scores using color. 

Phase 2 Approach.  
Motivated by findings from Phase 1 interviews, we developed a novel method for visualizing PROMIS scores 
and shared them with clinician stakeholders from NYU Langone Health from orthopedic surgery and 
rheumatology. Our novel visualization has no y-axis, instead encoding PRO scores along a timeline via color 
and iconography.(Figure 2) Our hypothesis is that removing the y-axis entirely assists readers in avoiding 
visual and semantic confusion documented in our qualitative study. Further, we simulated visualizations for 
color-blindness and ensured all prototypes could be well-visualized regardless of this condition. Clinician 
stakeholders provided feedback and generally appreciated the novel prototypes, although commented that 
they were so novel compared with traditional x-y graphs of data that some people might take more time to 
interpret them. 

Prior to a larger test (i.e., Phase 3) of the usability and interpretability of the novel prototypes, we pilot tested 
them on a smaller NYU Langone Health sample. In total, 37 patients and 7 clinicians completed our pilot study. 
We discarded 1 patient survey response because it was completed on an interim draft of the survey, leaving us 
with a total sample of 36 patients and 7 clinicians. Subjects were asked about fictional patients’ Pain Severity 
and Physical Function PRO data. First, as a control, subjects were shown numerical PRO data in a table and 
asked 10 comprehension questions. Then they were either shown a black-and-white version of PRO data 
plotted on two line charts with y-axes going in the same direction, or black-and-white version of PRO data 
plotted on two line charts with y-axes going in opposite directions, and asked the same comprehension 
questions. Next, subjects were shown similar line charts with additional stop-light (red, yellow, green) color 
encoding and asked the same questions. Finally, subjects were shown a version of our novel “smiley”-timeline 
visualization – either on a binned or a continuous scale, and with either a stoplight-scheme color encoding or 
grey-scale encoding – and asked the same questions. (See Figure 2) The four variations of smiley-timelines in 
our pilot study allowed us to test the importance of color encoding and of representing PROMIS scores as a 
continuous or discrete visual variable. 

Figure 2. Initial prototypes developed for Phase 2.  

Phase 2 Results.  
The pilot study allowed us to modify prototypes and survey questions. We made slight changes to correct 
question wording and alter the novel visualizations’ iconography to be clearer. The most significant change 
was adding eyes to the smiley face icons to make them more recognizable (see Figure 3). 



    
   

 
 

 
 

  
  

  
  

 

 
 

 
 

  
 

 
   

 
 

 
 

 
 

 
  
  

  
  

 
 

 
 

  
  

 

We evaluated the performance of each stimulus in terms of response error rate and length of time taken to 
answer questions using the stimulus. When respondents answered using the line charts with additional color 
encoding or smiley-timelines with color encoding, they answered more questions correctly at a faster rate than 
when using any other type of chart. 

Figure 3. Adaptation to prototype to include eyes to icons, making them more recognizable.  

Phase 3 Methods.  
We collected the response times and error rates of the 3 charts with the highest performance from our pilot 
study: the line chart with axes going in the same direction and color encoding, the line chart with axes going in 
different directions and color encoding, and the smiley-timeline with color encoding. We also compared 
versions of both line charts without color encoding to better study the impact of color’s role in effectively 
communicating PRO scores. We hypothesized that a stoplight color scheme encoding on any chart will make 
PRO visualizations more effective because of its prior association with “good” and “bad”, which translates 
directly into the semantics of both symptoms and functions (i.e. green is good and red is bad for both 
symptoms and functions). The traditionally used line chart position encoding, on the other hand, translates 
inversely to symptoms and functions (i.e. down is good for symptoms, but bad for functions). Additionally, we 
hypothesized that removing position encodings for PRO scores altogether would further reduce the chance of 
readers confusing beneficial and detrimental changes for symptoms and functions. Thus, our overall 
hypothesis was that smiley-timelines would result in the lowest error rate and the quickest answer time when 
study participants were asked to interpret general trends without any instruction and to identify the correct 
method for reading the chart. 

We recruited 150 participants from the general public via the website Prolific.com. All participants were fluent in 
English, residents of the United States at the time, between 44 and 100 years old, and had a >= 97% approval 
rate on Prolific. Participants were compensated $1.59 based on time required to complete the survey 
(averaging out to a rate of $12.70/hr). No identifying data was collected by researchers. Via a Qualtrics survey 
that they were directed to from Prolific, participants answered 9 chart comprehension questions, 4 subjective 
ranking questions, 5 questions about their history with PROs and clinical care, and 1 question about 
preference to use PROs in the future. Participants were also asked to self-report if they were colorblind. To 
minimize respondent burden to enhance sample size, each participant was shown only 1 chart type, populated 
with the 4 different data discussed above. 

Question order was identical across all surveys, while answer order was randomized. We asked participants to 
interpret overall trends and explain how to read the chart. 

Task 1: Interpreting overall trends 
• “In general, how would you say the patient’s pain has been doing?” 
• “In general, how would you say the patient’s physical function has been doing?” 

Task 2: Explaining how to read the chart  
• “When the patient’s pain gets better, the corresponding line/smiley gets _________” 
• “When the patient’s physical function gets better, the corresponding line/smiley gets 

_________” 

Secondly, we asked participants to find specified extrema (e.g., worst pain), compare rate of change (e.g., 
largest improvement), estimate PRO scores, compare trends across pain and physical function, and interpret 
thresholds. Finally, we tested for subjective difficulty, intuitiveness, quickness, and likelihood of recommending 
the charts by asking participants to fill out Likert scales from 1 to 10 at the end of the survey. 

https://Prolific.com


  
 

  
  

 
 

   
 

 

 
  
  
  
  

 
 

 
 

   
   

    
 

 
   

  
  

 
 

We evaluated the efficacy of the various chart stimuli based on the mean amount of time it took participants to 
answer questions and the number of errors participants made while answering questions. We evaluated the 
tasks piecewise, finding differences in chart performance for some tasks. We analyzed the data corresponding 
to different tasks independently. We analyzed both the response time and error rate of each of the 5 graphs by 
plotting the difference of means and its confidence intervals for each task and by calculating their respective 
Cohen’s d and effect size statistics. All calculations and visualizations were conducted using the Javascript 
packages d3 and the statistical library JStat, and are hosted via the web-based notebook Observable. To 
analyze response times of participants, first we calculated the skewness and kurtosis of the distribution of 
response times for each task. All tasks’ distributions had a skewness > 2 and were leptokurtic with a kurtosis > 
3, and thus we conducted the rest of our response-time analysis using nonparametric statistical tests. For each 
task, we conducted a Kruskal-Wallis test using the python package SciPy (Virtanen) on the response times for 
the various charts to identify any significant differences between their distributions. The following tasks’ 
Kruskal-Wallis tests returned a p-value < 0.05, indicating that at least one of the chart’s time responses were 
significantly different from the other charts’: 

o finding specified extrema 
o comparing rate of change 
o estimating scores 
o explaining how to read the chart 

To analyze the error rate data, we again separated our data into independent sets based on task and 
evaluated the likelihood that the error rates associated with using different charts to answer the same question 
are significantly different. Because our null hypotheses are that each question has the same probability of 
being answered correctly regardless of the chart used, we can use parametric analyses to evaluate our data. 
Thus, for each task, we conducted a pairwise series of t-tests between the error rates of questions answered 
using different charts. Due to the large number of t-tests we conducted on our data, our p-values were again 
adjusted using a two-stage Benjamini-Hochberg false discovery rate correction with an of alpha = 0.5, 
implemented via the statsmodel python package (Seabold). We then compared the means of the charts in 
each pair to determine which chart had a significantly lower error rate. 

Phase 3 Results.  
Figure 4 shows the task and charts with significantly different performance, response times in the top half and 
error rate in the bottom half. Five of the 7 tasks are listed. The 2 remaining tasks showed no significant 
difference in performance. The chart with quicker response times or lower error rates is shown on the left side 
of every pair. 

Figure 4. Pairs of chart comparisons with significant differences in performance.
Top half: Charts with significant difference in response times
Bottom half: Charts with significant differences in error rates. 



 
    

 
 

   
  

 
  

  
 

 
 

 
 

  
  
  
   

 
 
 

 
   

 
 

  

 
   

 
 

 
  

   
 

 
  

 
 

 
 

  
 

     

  
 
 
 
 
 
 

We also collected 4 user preference metrics via Likert scales at the end of our survey. We compared these 
preference data using a nonparametric Kruskal Wallis test (Virtanen). All p-values were > 0.05, so the null 
hypothesis, that all charts’ reported preferences are from the same distribution, could not be rejected. There 
are three key results: 

• Line charts with both Symptom and Function axes increasing in the same direction from “bad” to “good” 
performed less effectively than line charts with the Symptom and Function axes adhering to semantic 
directions 

• Smiley-timeline charts offer significant decreases in the time responses of certain tasks (i.e., finding 
direction-specific extrema, and explaining how to read the chart), without affecting the error response 
rate for those tasks. 

• For tasks that require more exact numbers, like comparing rate of change and interpreting thresholds, 
smiley-timeline charts resulted in a significant increase in time response over line charts with color 
encoding, and a significant increase in error over line charts with improvement encoded via different 
directions and no color encoding. 

The Dunn tests returned significant p-values for 8 pairs of charts across 3 tasks: 
• comparing rate of change 
• estimating scores 
• interpreting thresholds. 

Discussion. 
Novel “smiley-timeline” PRO score visualizations reduced response times for certain interpretations, 
specifically significantly quicker response times than all other line charts for finding a negative extreme and 
explaining how to use the graph. The new visualization resulted in longer response times or higher error rates 
when participants were asked for the steepest rate of change, to estimate numerical score values, and to 
identify a data point beyond a threshold. More traditional line charts with y-axis directions corresponding to 
semantic language resulted in quicker response times and lower error rates than line charts with y-axes that 
used position to encode beneficial change. Directional and semantic mismatches confuse patients who read 
PROMIS score data that are visualized traditionally via line charts. Encoding PRO scores via iconography 
instead of direction is a viable method of addressing this problem, but does not outperform traditional line 
charts that doubly encode scores with color. 

Limitations. Some of the caveats of smiley-timelines could be mitigated in the future, with additional 
functionality such as scores appearing upon mouseover to eliminate readers’ problem estimating scores 
precisely. Other issues, such as interpreting thresholds, are an inherent limitation of the design. However, 
supplementary indicators of thresholds could be added to future visualizations, such as a text legend stating 
that a score in the red zone is highly concerning or that a score change of a certain number of points should be 
addressed. 

We did not attempt to combat familiarity bias in our experiments, and thus comparing response times of line 
charts to the novel smiley-timelines should acknowledge that line charts are a prominent part of graph literacy 
education. At the same time, there is a strong familiarity bias associated with smile icons and the stoplight 
coloring that were used on the smiley-timeline, so it is unclear whether said familiarity bias is enough to offset 
any error or response time differences. 

Implications. This study developed novel visualizations for NIH PROMIS scores that overcomes some 
problems of traditional line charts. We have discussed the visualizations with members of the Epic EHR data 
visualization team and will be meeting again to talk about our findings from the testing in phase 3. 



 
 

  

 
 
  

List of Publications. Manuscript in progress; much of this report comes directly from the draft manuscript 
entitled, “Evaluation and redesign of patient-reported outcome score visualization to improve their 
interpretability in the electronic health record.” 
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